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Overview 

•  Introductions all around 
•  What is VIVO? 
•  VIVO as a semantic web application 
•  The VIVO community 
•  Case study – Duke University 
•  Case study – Colorado 
•  Implementation & building an open 

source community project 



Instructors 
•  Jon Corson-Rikert 

–  VIVO Core Development WG lead; Head of Mann Library 
Information Technology Services, Cornell University Library 

•  Brian Lowe 
–  ISF/VIVO ontology WG co-lead; Semantic Applications 

Programmer, Cornell University Library 
•  Kristi Holmes 

–  VIVO Engagement WG lead; Bioinformaticist, Becker 
Medical Library, Washington University School of Medicine 

•  Julia Trimmer 
–  Manager, Faculty Data Systems & Analysis, Duke University 

•  Alex Viggio 
–  VIVO Implementation WG lead; FIS Lead Developer, 

Faculty Affairs, University of Colorado-Boulder 



What is VIVO? 

Jon Corson-Rikert, VIVO Development Lead 
Head of Information Technology Services 
Albert R. Mann Library, Cornell University 
jc55@cornell.edu 



What is VIVO? 

•  A semantic-web-based research and 
researcher discovery tool 
–  People plus the research they do 

•  Publicly-visible information, across disciplines 

–  For external as well as internal audiences 

•  An open, shared platform for connecting 
scholars, research communities, campuses, 
and countries using Linked Open Data 



A brief VIVO history 
2003-2005  First realization for the life sciences at 

Cornell, as a relational database 
2006-2008  Expansion to all disciplines at Cornell, 

and conversion to Semantic Web 
2009-2012  National Institutes of Health-sponsored 

VIVO: Enabling the National Networking 
of Scientists project transforms VIVO to 
a multi-institutional open source 
platform 

2013-2014  VIVO incubator project with DuraSpace 
for open community development 



Key VIVO principles 

•  Open software 

•  Open data 

•  Open ontology 

•  Open community 

•  Decentralized infrastructure 
– Local control 



What does VIVO do? 

•  Integrates multiple sources of data 
–  Systems of record 

–  Faculty activity reporting 

–  External sources (e.g., Scopus, PubMed, NIH 
RePORTER) 

•  Provides a review and editing interface 
–  Single sign-on for self-editing or by proxy 

•  Provides integrated, filterable feeds to 
other websites 



What does VIVO model? 
•  People and more 

–  Organizations, grants, programs, projects, publications, 
events, facilities, and research resources 

•  Relationships among the above 
–  Meaningful 
–  Bidirectional 
–  Navigable context 

•  Links to URIs elsewhere 
–  Concepts, identifiers 
–  People, places, organizations, events 



People 



People and what they do 



Structured data for 
visualizations 



Typical data sources 

•  HR – people, appointments 

•  Research administration – grants & contracts 
•  Registrar – courses 
•  Faculty reporting system(s) 
– publications, service, research areas, 

awards 
•  Events calendar 
•  Internal and external news  
•  External repositories – e.g., Pubmed, Scopus  



Value for institutions 
•  Common data substrate 
–  Public, granular and direct 
–  Discovery via external and internal search 

engines 
–  Available for reuse at many levels 

•  Distributed curation 
–  E.g., affiliations beyond what HR system tracks 
–  Data coordination across functional silos 
–  Feeding changes back to systems of record 
–  Direct linking across campuses 

•  Data that is visible gets fixed 



Enter data once, use it many times 









Atmospheric & space physics 











Weill Cornell research reporting 

•  How has the number of publications 
co-authored with other institutions 
changed year to year? 





Questions from Weill Cornell 
•  Leadership 

–  Which publications produced in the last quarter are by our 
authors with first or last author rank? 

•  Collaboration 
–  Which Pis have the most collaborations based on grant support? 
–  How has the number of publications co-authored with other 

institutions changed year to year? 
•  Policy 

–  Who are our institution’s open access key opinion leaders? 
•  Impact 

–  In any given year, which papers have the most incoming 
citations? 

–  Which researchers have published the most research articles 
within a given set of journals in the past 5 years? 

•  Compliance 
–  Which papers that have received federal funding are not 

deposited in PubMed Central? 



Policy issues 
•  Dirty data 

•  Lack even of common definitions of 
organizational structure or who’s faculty 

•  Data ownership 

•  Opt-in vs. opt-out and the many 
dimensions of privacy 

•  Short-term “go it alone” vs. common 
good 
 



VIVO as a Semantic Web 
Application 

Brian Lowe 
Semantic Applications Programmer 
Mann Library, Cornell University 
bjl23@cornell.edu 



The Semantic Web 

•  Turn data into a web of simple links 

•  Use ontology to explain how things are 

linked 

•  Use reasoning to add new links 

automatically 

•  Be flexible and extensible 



The VIVO ontology 

•  Describe people, organizations, and 

research resources in the process of 

doing research 

•  Stay discipline neutral 

•  Use existing scientific domain terminology 

to describe content of research 



CTSAconnect and the ISF 

•  VIVO and eagle-i project for research 
resources have unified their ontologies and 
extended both into the clinical domain 

•  The unified ontology is known as the 
Integrated Semantic Framework, or ISF 

•  VIVO 1.6 and eagle-i’s next release use the ISF 

•  This ISF is modular to allow selective data 
population based on local needs 



What is Linked Open Data? 
•  Data 
–  Structured information, not just documents with text 

–  A common, simple format 

•  Open 
–  Available, visible, mine-able 

–  Anyone can post, consume, and reuse 

•  Linked 
–  Directly by reference 

–  Indirectly via common references and inference 

 

 



Linked Open Data 



Linked data in AGRIS 

h"p://agris.fao.org/openagris/search.do?recordID=PL2009000495	
  



Search augmented by linked 
data 

h"p://agris.fao.org/openagris/searchIndex.do?query=maize	
  



VIVO data indexed for search 
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Multi-institutional scenarios 
•  Multiple campuses of one university 
•  University and federal lab connections 
–  E.g., Colorado ties with regional federal labs 

•  Consortia 
–  60 NIH Clinical & Translational Science Awards 

adopted VIVO as an ontology standard in 2011 

•  International 
–  13 Netherlands universities and the National 

Library 
–  AgriVIVO.net 



h"p://research.icts.uiowa.edu/polyglot/	
  



Benefits across institutions 
•  Sharing experience provides clarity and new 

ideas 

•  Incentives from sharing development, tools, 
customizations 

•  Potential data-level connectivity 
–  Research is happening increasingly in teams that 

span institutions 

–  Meeting the needs of short and long-term virtual 
organizations 



International engagement 



International engagement 



AgriVIVO 

h"p://agrivivo.net	
  



AgriVIVO 

h"p://agrivivo.net	
  



VIVO & linked data 
Hands on: 



Hands on: VIVO & linked data 

Learning about VIVO adopters 
•  Browse any of the publicly available VIVO implementations to 

compare interfaces, branding, and unique features 
•  Browse the VIVO Map on our wiki 
•  Visit vivo.vivoweb.org (ask us for a login) 
Multi-institutional search 
•  Experiment with vivosearch.org 
•  Try Polyglot, a search across multiple NIH Clinical and 

Translational Research Awards by Dr. David Eichmann of the 
University of Iowa 

Understanding Linked Open Data (LOD) and basic SPARQL 
queries 
•  Exercise: 

Finding VIVO Data with the University of Florida’s public 
SPARQL endpoint 



The VIVO Community 

Kristi Holmes, VIVO Outreach Lead 
Bioinformaticist 
Becker Medical Library, Washington University 
kristi@vivoweb.org 



VIVO/DuraSpace Partnership 

•  DuraSpace is a not-for-profit organization 
supporting the DSpace and Fedora repositories 

•  Proven track record of managing community 
developed open source projects 

•  Two-year initial startup period 

•  Serves as the open source community home 
for ISF/VIVO ontology, software, tools, and 
engagement in eScience, research 
networking, and other initiatives 



The VIVO community worldwide 



VIVO community in North America 



Where to start? 

•  Assessing whether VIVO is a good fit for 
your institution or virtual organization is 
more about your goals than the 
technology 

•  Fundamentally, it’s about 
understanding your needs, VIVO’s fit 
with those needs, and your capacity 
to sustain the effort 



Important indicators 

•  Do you have institutional sponsors?  
–  Starting as a skunk works project is okay but not 

the best recipe for long-term success 

•  Does VIVO align with a key institutional 
initiative? 
–  Strategic reinvestment, new academic 

programs, new senior hires needing information 

•  Can you marshal resources?  



It takes a network 

•  VIVO is cross-functional 
–  Policy, communications, research, library 
–  Multiple sources of data 

•  Requires stakeholder engagement 
•  VIVO needs to be transparent and fit the 

research/scholarship culture 
–  Not just an “administrative thing” 

•  It helps to have strong project management 
–  It’s usually obvious whether it’s there 



Be realistic 

•  Small, successful pilots targeting one or 
two constituencies can build 
momentum 
– Relates closely to CTSA goals but there 

are equally dynamic initiatives in earth & 
atmospheric sciences, social sciences, 
and humanities 

•  Timelines must allow for ramping up 
people and technology 



Think sustainability 

•  Loss leader efforts are tempting but if they can’t 
be sustained may backfire 
–  E.g., entering a lot of data on behalf of people with 

no clear update path 

•  Work with data stewards 
–  First, to get access to data you need (public data) 
–  To help them better meet your needs via improved 

APIs or web services 
–  To alert them to data issues you may discover 
–  VIVO is adept at making problems in source data 

visible 



Reach out 

•  Interview researchers to learn what 
they need and want 
– Especially up and coming people building 

a reputation and more interested in strong 
online presence 

•  Create and use an advisory board 
•  Create a support network 
– Duke has “power users” 
– Provide materials and training  



Use the VIVO community 

•  We’re approachable 
•  Someone very likely has encountered 

a similar question or issue before 
•  Your ideas will be welcome 
 



Use and contribute to the VIVO 
community resources! 

•  wiki 
•  Listservs 
•  Regular phone calls 
•  Attend VIVO events 
•  Develop local 

interest groups 
(e.g., NYC-area 
sites) 

h"ps://wiki.duraspace.org/display/VIVO	
  



Collaborations – ORCID 

•  Open Researcher and Contributor ID 
– Attribution for works of any type 

•  ORCID and VIVO 
– ORCID is an attribute in a VIVO profile 
– Tools are being developed for submission 

of researcher registrations from VIVO 

http://orcid.org 



vivoweb.org	
  ,	
  vivoweb.org/blog	
  
	
  
wiki.duraspace.org/display/VIVO	
  
	
  
linkedin.com/groups/VIVO-­‐connect-­‐share-­‐discover	
  
	
  
facebook.com/VIVOcollaboraVon	
  
	
  
github.com/vivo-­‐project	
  
	
  
@VIVOcollab	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

For more information 



Case Study – Scholars@Duke 

Julia Trimmer 
Manager, Faculty Data Systems and Analysis 
Office of the Provost 
julia.trimmer@duke.edu 



VIVO at Duke 

•  Project team under Provost’s Office 
•  Developers in University IT group 
•  Elements team in Library 
•  Currently: 3,500 faculty in 29 

departments and centers, 100K pubs 
•  By Dec: adding 2,100 faculty in 16 

schools and institutes, 60K pubs 
•  Replacing two legacy systems 



Data Sources 



Scholars@Duke publications 

•  Source of 
articles and 
keywords 

•  Identifies 
authors 

•  Works well in 
STEM fields 

•  Harvests from 
REACH NC 

•  Adds other 
pubs 

•  Links to full text 
publications 

•  Private profiles 

•  Publication list 
displayed on 
profile 

•  Profile data 
can be re-
purposed 

•  Public profiles 

Harvest Manage Display 



Rollout Plan 

•  School of Medicine: May 13 
•  Business, Environment, Engineering, 

Nursing: July 15 
•  Arts & Sciences, Divinity, Law, Public 

Policy: October? 
•  Faculty Annual Reporting tool: 2014 



Scholars@Duke 



Organizations 



Profile Page 



Profile Page, part 2 

Hot Topics: DuraSpace Community 
Webinar Series	





Widget Example 



Support for Scholars@Duke 

•  Small army of “power users” 
•  First level of support for faculty  
•  Liaisons for issues or problems 
•  Support page lists power users plus 

learning and support materials 



Will VIVO map to SciENCV? 
Exploration: 





SciENCV is live for testing 







Modeling the Humanities 
Exploration: 



Desired humanities work display 



Modeling to 
achieve the display 



Roles and relationships 



Entity page for artistic work Faculty page showing roles 
 in artistic works  



Case Study – VIVO@CU Boulder 

Alex Viggio 
FIS Lead Developer 
Office of Faculty Affairs 
alex.viggio@colorado.edu 



VIVO at CU-Boulder 
•  Project led by Faculty Information System (FIS) 

team in the Office of Faculty Affairs 
•  1 domain expert FTE, 2.5 developer FTEs, <0.5 

system admin FTE 
•  Original developers and IT group had Java and 

SQL/RDBMS expertise, but no prior Semantic 
Web work experience 

•  Partner with campus IT Managed Services group 
for web and database hosting 

•  Reuse existing FIS database and web servers 



CU-Boulder Rollout 
•  Demos for CU-Boulder Provost, VC of Research and Dean of 

the Graduate School in late 2010 
•  Implementation started in January 2011 
•  Initial campus launch in April 2011 
•  Public WWW launch in September 2012 
•  Current status 

–  Covers 64 academic units in seven schools and colleges, 
as well as the libraries, 11 research institutes and more than 
40 non-academic units 

–  1,750+ profiles updated twice a week 
–  No direct edits, no publications or grants data yet 

•  Publications ingest project starting Summer 2013 



CU-Boulder FIS Overview 

from VIVO: A Semantic Approach to Scholarly Networking and Discovery, Figure 4.1 
http://www.morganclaypool.com/doi/abs/10.2200/S00428ED1V01Y201207WBE002 

 



VIVO CU-Boulder 



VIVO CU-Boulder About Page 

Hot Topics: DuraSpace Community 
Webinar Series	





Regional Linked Data Efforts 

Host institution of 2012 and 2013 VIVO Implementation Fests 
http://2013vivoimplementationfest.sched.org 

 



CU-Boulder Lessons Learned 

•  An incremental, value focused approach works for VIVO 
implementation 

•  Address faculty concerns as a priority 
–  Limit launch to campus users to allow for review 

•  Data quality 
–  All data requires clean up before public display 
–  FIS VIVO Curation Module 

•  Building the campus initiative with internal PR 
–  Address perceived competition with similar efforts 

•  VIVO’s low cost – harder to justify resource needs 
–  A small, entrepreneurial team worked for us 

•  VIVO builds conversation about Big Data, Linked Open 
Data, Open Access 
 



Implementation & the Open 
Source Community 

Alex Viggio 
FIS Lead Developer 
Office of Faculty Affairs 
alex.viggio@colorado.edu 



Implementation from a 
technical vantage point 

•  Options and typical solutions 
•  Skills and FTE requirements 
•  Learning about your source data 
•  Developing an ingest and update 

strategy 
•  Leveraging vendor solutions as well as 

open source communities 



Major options 

•  Physical or virtual hardware 
•  Choice of OS and base software 
•  Division of labor 
•  Approach to data 
– Especially for publications 

•  Staging strategy 
•  Hosted options? 



Physical or virtual? 

•  Likely depends mostly on your 
institution’s IT environment 
– Physical servers take an up-front 

investment but may give you more control 
– Virtual servers can usually be scaled 

according to need 
– Hosted virtual servers can compensate for 

lack of server administration resources  



Choice of OS and software 

•  Windows or Linux 
– Linux more common, but some IT shops 

have a big Windows investment 
•  Database – MySQL is default, Oracle 

Enterprise Database an option 
•  Servlet engine – Tomcat is default, 

Glassfish and others supported 
•  Web server optional but 

recommended – Apache HTTP Server 



Division of Labor 

•  Skills/roles needed (often from the same 
person) 
–  Sysadmin 
–  Database Admin 
–  Data conversion/ETL specialist (Java/Python) 
–  Data curator 
–  Web developer (HTML/CSS) 
–  Java developer (optional) for customizing VIVO 

or adding custom forms 
–  User training and support 
–  Project management 

•  Not all need to be full time 



Approach to data 

•  Negotiate with data stewards 
•  Tools options 
– Harvester and other XML tools 
– Karma, Open (Google) Refine and RDF/

semantic tools 
– Python and R 

•  Commercial options 
•  Important to think through data 

updates, not just a one-time load 



Staging strategy 

•  Give your techs time to learn Semantic 
Web concepts and tools 

•  Don’t start with the hardest data 
•  Think through what will be interactively 

updated vs. batch update/
replacement 

•  Work with data sources to make it 
easier on both ends 



Resources 

•  VIVO DuraSpace Wiki 
•  VIVO Mailing lists 
•  Weekly dev/implementation and 

biweekly ontology calls 
– Updates 
– Bug reports and issue discussion 
– Demos of implementations 
–  Invited guest presentations 

•  https://wiki.duraspace.org/display/VIVO 



VIVO working groups 

•  Ontology 
•  Implementation 
•  Core development 
•  Engagement 
•  Apps & Tools 



VIVO Implementation Fests 

•  Successful events in 2011, 2012, and 
2013 

•  Increasingly about sharing and 
collaboration more than presentations 

•  Emphasis on small-group interactions 
•  Reaching out to related tool providers 
•  Internationalization code sprint after 

2013 IFest 



4 kinds of open source communities 

•  Single vendor open source projects 
•  Development communities 
•  User communities 
•  Open source competence centers 

What are/will be the salient features of 
the VIVO community? 



Highlights of the conference 



Starting a VIVO and 
participating in the community 

Discussion 



Q&A: technical, policy, or 
strategic 

Wrap up 


